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Abstract

In this paper, we consider the supervised learning task which consists in predicting the normalized
rank of a numerical variable. We introduce a novel probabilistic approach to estimate the posterior
distribution of the target rank conditionally to the predictors. We turn this learning task into a model
selection problem. For that, we define a 2D partitioning family obtained by discretizing numerical
variables and grouping categorical ones and we derive an analytical criterion to select the partition
with the highest posterior probability. We show how these partitions can be used to build univariate
predictors and multivariate ones under a naive Bayes assumption.

We also propose a new evaluation criterion for probabilistic rank estimators. Based on the
logarithmic score, we show that such criterion presents the advantage to be minored, which is not
the case of the logarithmic score computed for probabilistic value estimator.

A first set of experimentations on synthetic data shows the good properties of the proposed
criterion and of our partitioning approach. A second set of experimentations on real data shows
competitive performance of the univariate and selective naive Bayes rank estimators projected on
the value range compared to methods submitted to a recent challenge on probabilistic metric re-
gression tasks.

Our approach is applicable for all regression problems with categorical or numerical predictors.
It is particularly interesting for those with a high number of predictors as it automatically detects
the variables which contain predictive information. It builds pertinent predictors of the normalized
rank of the numerical target from one or several predictors. As the criteria selection is regularized
by the presence of a prior and a posterior term, it does not suffer from overfitting.

Keywords: rank regression, probabilistic approach, 2D partitioning, non parametric estimation,
Bayesian model selection

1. Introduction

In this introduction, we precise the supervised learning task we address in this paper, that is the rank
regression. We then show the interest of probabilistic learning approaches compared to deterministic
ones. Finally, we outline our contribution which aims at selecting a probabilistic predictive model
for the rank of a numerical target with a nonparametric Bayesian approach.
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1.1 Value, Ordinal and Rank Regression

In supervised learning, classification tasks, where the target variable is categorical, are usually dis-
tinguished from regression tasks, where it is numerical. A less known task is the case where the
target variable is ordinal, usually called ordinal regression (see Chu and Ghahramani, 2005, for a
state of the art). In this case, there is a total order between the target values but no distance infor-
mation. The practical problems studied in the machine learning community consider a low number
of distinct integer ranks, roughly 5 or 10, fixed before the learning. The aim is then to predict the
right quintile or decile an example belongs to. The algorithms are generally evaluated with the mean
zero-one error or with the mean absolute error obtained by considering the ordinal scales as consec-
utive integers. Among the proposed methods, the principle of empirical risk minimization with a
loss function measuring the probability of misclassification is applied by Herbrich et al. (2000), an
online algorithm based on the perceptron algorithm is proposed in the work of Crammer and Singer
(2001), support vector machines are used by Shashua and Levin (2002) and Chu and Keerthi (2005)
and Gaussian processes by Chu and Ghahramani (2005).

The choice of a low number of distinct ranks is generally motivated by simplicity reasons.
However, this predefined target discretization can separate values which form a pertinent prediction
interval.

In this paper, we address rank regression tasks. More precisely, for a given numerical target
variable, we aim at computing an estimator of its rank. During the estimation procedure we never
take into account the distance between instances but only their order. Several reasons have guided
that choice. First, considering ranks rather than values is a classical way to obtain models more
robust to outliers and to heteroscedasticity. In linear regression for example, an estimator based on
the centered ranks in the minimization of the least squared equation is proposed in the approach
of Hettmansperger and McKean (1998). Secondly in some applications, predicting the rank of a
target variable is more interesting than predicting its intrinsic value. For instance in information
retrieval, some search engines use numerical scores to rank web pages but the score value has no
other usefulness.

1.2 Deterministic and Probabilistic Regression

Whatever the learning task, the simpler approach is determinist in so far as its outputs is determin-
istic: the majority class in classification, the mean rank in ordinal regression and the conditional
mean in metric regression. These punctual predictors turn out to be inefficient as soon as confidence
intervals or prediction of extreme values are needed. In this context, quantile regression or density
estimation aims at estimating the predictive density more accurately. Such a probabilistic approach
is very useful as soon as the predictive model is used for decision-making. For instance, mod-
elling predictive uncertainty is still an active research domain and has been the subject of two recent
challenges: the evaluating predictive uncertainty challenge supported by the PASCAL network of
excellence in 2004-2005 and the predictive uncertainty in environmental modelling competition
(organized by Cawley et al., 2006).

Quantile regression consists in estimating some quantiles of the predictive law. For a real a
in [0,1], the conditional quantile qq(X) is defined as the lowest real value such that the conditional
cumulative distribution is higher than a. Quantile regression can be formulated as a minimiza-
tion problem. Starting from that, different methods have been proposed according to the form
assumed for the quantile function: the minimization problem is solved with splines in the approach
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of Koenker (2005), with kernel functions in the work of Takeuchi et al. (2006) and neural networks
in the work of White (1991). The approach proposed by Chaudhuri et al. (1994); Chaudhuri and
Loh (2002) mixes a tree partitioning of the predictors space and a local polynomial assumption.
Random forests have been extended to conditional quantile estimation in the work of Meinshausen
(2006). For all these approaches, the reals a are known in advance and usually in a small number,
and the estimation of each quantile is done and evaluated independently from the others.

Conditional density estimation aims at giving for any couple (x,y) an estimator of the predictive
density p(y|x). The parametric approaches assume that the predictive density belongs to a fixed
parametric family and then reduce the density estimation problem to the estimation of a parameter
vector. The non parametric approaches do not assume any fixed parametric form for the predictive
density and are generally based on two ingredients: first, the estimator is computed on each point
by using data contained in a point neighbourhood; then, an assumption is done on the local form
of the estimator. Very popular, kernel methods weight the contribution of the data by convolut-
ing the empirical law with a kernel density. The form and the width of the kernel remain tuning
parameters. Once a neighbourhood is defined, methods differ on the estimator form: the local poly-
nomial approach includes constant, linear and polynomial estimator (see Fan et al., 1996). Splines
can also be used. Such a probabilistic approach has already been proposed in ordinal regression in
the parametric context of the Gaussian processes with a Bayesian approach (see Chu and Keerthi,
2005).

1.3 Our Contribution

In this paper, we consider regression tasks, where the unknown target variable is numerical. Instead
of looking for an estimator of the value of the target variable, we aim at building an estimator of the
normalized rank (between 0 and 1) of this variable. Our second objective is to propose an evaluation
criterion for these rank probabilistic estimators.

First, we propose a non parametric Bayesian method to build a probabilistic estimator speci-
fied by a set of quantiles of the rank cumulative distribution function. Unlike guantile regression
approach, the choice of the quantiles is not made before the learning but is determined during this
step. Moreover, in the case of several predictor variables, the multivariate estimator is obtained as
a combination of univariate estimators under a naive Bayes assumption. Each univariate estimator
is obtained from a 2D partition of the space (predictor, target) assuming that the rank density is
constant on each cell of the partition. The optimal 2D partition is searched according to a model
selection approach.

Secondly, we propose and evaluate a new criterion to evaluate probabilistic regression methods
by comparing the rank predictive density and the true insertion rank of all test instances.

This paper is organized as follows: in the second section, we first describe the 2D-partitioning
for numerical predictors. Compared to our previous work introduced in a conference paper (see
Boullé and Hue, 2006), the approach is much more detailed, the selection criteria is completely
explicited and we propose an estimator of the rank predictive density. We also propose the 2D-
partitioning for categorical predictors that has never been published before.

In the third section we first expose how we can build a univariate estimator of the rank predictive
density from each 2D partition. Using the naive Bayes assumption of conditional independence of
the predictors, we then describe how to obtain multivariate predictors, with and without variable
selection.

2729



HUE AND BOULLE

The fourth section focuses on the important topic of the evaluation of such rank regression
models. We first give a brief overview of classical scores used in supervised learning. We then
propose to use one of them, the logarithmic score, for rank probabilistic estimators without the
shortcomings noted for probabilistic estimators based on values.

The last section is devoted to experimental evaluation. We begin with experiments on synthetic
data to demonstrate on the one hand the relevance of the proposed evaluation criterion and on the
other hand the performance of the 2D partitionings. We pursue with experimentations on real data
sets to show the performance of the univariate and multivariate predictors. We end by a comparison
of our approach with alternative methods proposed in a recent challenge dedicated to probabilistic
metric regression.

2. A 2D-Partitioning M ethod for Probabilistic Regression

The 2D-partitioning method we present here comes from the extension of the so-called MODL
approach to regression tasks. This approach has first been proposed for classification tasks in the
work of Boullé (2005) and Boullé (2006).

For regression tasks, we present in the sequel two 2D partitioning methods depending on whether
the considered predictor is numerical or categorical.

For numerical predictors, the 2D partition is the grid resulting from the discretization of both
target and predictor. For categorical predictors, the 2D partition is the grid resulting from the dis-
cretization of the numerical target and from the grouping of the categorical predictor.

2.1 The 2D Discretization for Probabilistic Regression with Numerical Predictor

6.5 7.5

Sepal Lengin

5.5
8

L
o
o0 o
8 sogségsogg °

45

Petal Length

Figure 1: Scatter-plot of the iris data set of Fisher (1936) considered for a regression problem with
the petal length variable as predictor and the sepal length variable as target.

In order to illustrate the regression problem with numerical predictor, we present in Figure 1 the
scatter-plot of the iris data set considered for a regression problem with the petal length variable as
predictor and the sepal length variable as target. The figure shows that iris plants with petal length
below 2 cm always have a sepal length below 6 cm. We propose to exhibit the predictive information
of the petal length variable by discretizing both the predictor and the target variables. For instance,
the grid with six cells presented on the left of Figure 2 indicates that:
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Figure 2: Two discretization grids with 6 or 96 cells, describing the correlation between the petal
length and sepal length variables of the Iris data set.

- for a petal length lower than 3 cm, 100% of the training instances have a petal length higher
than 6 cm;

- for a petal length between 3 and 5 cm, the two sepal length intervals are equiprobable (53%
and 47%);

- for a petal length higher than 5 cm, 90% of the instances have a sepal length higher than 6 cm.

The 96 cells grid presented on the right of Figure 2 seems more accurate but may be less robust.
These two examples illustrate that a compromise has to be found between the quality of the corre-
lation information and the generalization ability, on the basis of the grain level of the discretization
grid.

The issue is to describe the predictive distribution of the rank of the target value given the rank
of the predictor value.

Let us now formalize this approach using a Bayesian model selection approach.
Definition 1 A regression 2D discretization model is defined by:
1. anumber of intervals for the target and predictor variables;
2. a partition of the predictor variable specified on the ranks of the predictor values;

3. for each predictor interval, the repartition of the instances among the target intervals specified
by the instance counts locally to each predictor interval.

Notations
N : the number of training instances
| : the number of predictor intervals
J : the number of target intervals
N;i. : the number of instances in the predictor interval i

N j : the number of instances in the target interval j

2731



HUE AND BOULLE

Nij : the number of instances in the grid cell associated to predictor interval i and the target
interval j.

A regression 2D discretization model is then entirely characterized by the parameters

Ni; for each predictor interval, according to N j = Zi':l Nij.
We now want to select the best model M given the available data, that is the most likely model
given the data. Adopting a Bayesian approach, it comes to maximize :

p(M)p(D|M)
p(D)

The data distribution p(D) being constant whatever the model M, it comes to maximize p(M)p(D|M)
which can be written:

P(M)p(DIM) = p(1,J)p({Ni }[1,9)P({Nij }[1,J,{Ni }) p(D[M).

We then add the restriction that the searched model is such that the conditional target distributions
are independent. This assumption is first consistent with the objective to obtain a partition that
discriminates distinct conditional distributions. Moreover, mathematically speaking, it enables to
write the last factors in the precedent equation as products over the predictor intervals. It also
reduces the complexity of the associated optimization algorithm.

Denoting by D; the subset of D restricted to the interval i, one obtains:

p(MID) =

| |
p(M)p(DIM) = p(1,J)p({Ni.}|1,J) [l p({Nij}ll,J,{Ni.})_u p(Di[M).

To be able to evaluate a given model, we have to choose a prior distribution for the model param-
eters and a likelihood function. In Definition 2, we formalize our choices by using the assumption
independence and proposing a uniform distribution at each stage of the prior parameter structure
and of the likelihood function.

Definition 2 The prior for the parameters of a regression 2D discretization model and the likelihood
function of the data given a model are chosen hierarchically and uniformly at each level:

1. the numbers of intervals | and J are independent from each other, and uniformly distributed
between 1 and N,

2. for a given number of predictor intervals I, every set of intervals is equiprobable,

3. for a given predictor interval, every distribution of the instances on the target intervals is
equiprobable,

4. the distributions of the target intervals on each predictor interval are independent from each
other,

5. for a given target interval, every distribution of the rank of the target values is equiprobable.
Taking the negative log of the probabilities, this provides the evaluation criterion given in the fol-

lowing theorem:
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Theorem 3 A 2D-discretization model distributed according to a uniform hierarchical prior is
Bayes optimal if its evaluation according to the following the criteria is minimal

C(M):—log(p(M))—log( (D/M))

:2IogN+Iog< > Izll (N'+J 1) 0
+leog|1|N|:Ii'+ZlogN I
11

The first hypothesis introduced in Definition 2 gives that p(l,J) = p(I)p(J) = { §-

The second hypothesis is that all the divisions into | intervals are equiprobable for a given I.
Computing the probability of one set of intervals turns into the combinatorial evaluation of the
number of possible interval sets. Dividing the predictor values into | intervals is equivalent to
decompose the number N as the sum of the N;. frequencies of the intervals. Using combinatorics,
we can prove that this number of choices is equal to (N+' 1) Using the equiprobability assumption,
one finally obtains:

1
NTT—1y
V")
The third hypothesis assumes that, for a given interval i of size N;, every distribution of the

instances on the J target intervals are equiprobable. It remains to specify the parameters of a multi-
nomial distribution of N;_ instance over J values. Using combinatorics again, one obtains

(N1 {N:}) :(Nlu)

J-1

P{Ni }|1) =

The prior terms being explicited, it remains to evaluate the likelihood on each predictor interval,
that is the probability to observe the data restricted to each interval knowing the multinomial distri-
bution model on each interval. The number of ways to observe N;. instances distributed according to
such multinomial law is given by m To finish, according to the last hypothesis, for a given
target interval, every distribution of the ranks of the target values are equiprobable which leads to
the last terms.

By taking negative logarithms, one obtains the above Formula (1).00

To provide a first intuition, we can compute that for | = J = 1 the criterion value is 2log(N) +

log(N!) (about 615 for N = 150) and for | =J = N it gives 2log(N) + log 2[\'I\I__11 +Nlog(N)

(about 966 for N = 150). This means that a discretization with one cell is always more likely that a
2D discretization with N2 elementary cells.

We adopt a simple heuristic to optimize this criterion. We start with an initial random model
and alternate the optimization on the predictor and target variables. For a given target distribution
with fixed J < /(N) and N j, we optimize the discretization of the predictor variable to determine
the values of I, N; and Nj;. Then, for this predictor discretization, we optimize the discretization of
the target variable to determine new values of J, N j and Njj. The process is iterated until conver-
gence, which usually takes between two and three steps in practice. The univariate discretization
optimizations are performed using the MODL discretization algorithm. This process is repeated
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several times, starting from different random initial solutions. The best solution is returned by the
algorithm as described in Algorithm 1.

Each 1D-discretization is implemented according to a bottom-up greedy heuristic followed by
a post-optimisation whose time complexity is in Nlog(N) times the size of the fixed partition. This
algorithm complexity is mainly obtained by using the criteria additivity for 1D discretization (see
Boullg, 2006). Imposing a maximum iteration number P = 10 for instance, the worst case complex-
ity is bounded by PN \f(N)Iog(N) without decreasing the quality of the search algorithm. Despite

Algorithm 1 Optimization of a MODL 2D-discretization for regression tasks
Ensure: M*;c(M*) <c(M) {Final solution with minimal cost}
1. form=1,...,10do
2. {Initialize with a random partition}
M « a random partition of size 1/(N)
while improved do
{Univariate optimal 1D-discretization of predictor variable X:}
freeze the univariate partition of target variable Y
M «— call univariate optimal 1D-discretization (M) for predictor variable X
{Univariate optimal 1D-discretization of target variable Y :}
freeze the univariate partition of predictor variable X
10: M «— call univariate optimal 1D-discretization (M) for target variable Y
11:  end while
122 ifc(M) <c(M*) then

13 M* «— M
14:  endif
15: end for

the fact that this optimization algorithm discretizes alternatively the predictor and target variables,
it is important to notice that the criterion in (1) is not symmetrical in | and J. In other words, for
a given target discretization, the criterion to minimize is not identical to the criterion to minimize
given a predictor discretization.

The evaluation criterion ¢(M) given in Formula (1) is related to the probability that a regression
2D discretization model M explains the target variable. In previous work (see Boullé and Hue,
2006), we propose to use it to build a relevance criterion for the predictor variables in a regression
problem. The predictor variables can be sorted by decreasing probability of explaining the target
variable. In order to provide a normalized indicator, we consider the following transformation of c:

c(M)

gM)=1 c(Mo)’ 2
where My is the null model with only one interval for the predictor and target variables. This can
be interpreted as a compression gain, since negative log of probabilities are no other than coding
lengths (see Shannon, 1948). The compression gain g(M) holds its values between 0 and 1, since
the null model is always considered in our optimization algorithm. It has value 0 for the null model
and is maximal when the best possible explanation of the target ranks conditionally to the predictor
ranks is achieved.

Our method is non parametric both in the statistical and algorithmic sense: no statistical hypoth-
esis needs to be done on the data distribution (like Gaussianity for instance) and, as the criterion is
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regularized, there is no parameter to tune before minimizing it. This strong point enables to consider
large data sets.

To our knowledge, few other works address the problem of discretization for regression prob-
lems. Nevertheless, we can cite a three-step approach proposed in the approach of Ludl and Widmer
(2000): they first propose an equal width pre-discretization of the continuous predictors. These pre-
discretizations are next projected onto the target values. A postprocessing consists in merging the
split points found according to an algorithm inspired by edge detection concepts. The drawbacks of
such an algorithm are the unsupervised way the predictor pre-discretizations are led and the tuning
of the merging parameter needed in the postprocessing step.

2.2 The 2D Discretization-Grouping for Probabilistic Regression with Categorical Predictor
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Figure 3: Equal-width histograms of the age variable according to each level of the workclass factor

In order to illustrate the regression problem with a categorical predictor, we present in Figure
3 the equal-width empirical histograms of the target age variable for each value of the predictor
workclass variable from the 48842 instances of the adult data set from the UCI repository (see
D.J. Newman and Merz, 1998). The workclass variable clearly influences the distribution of the
age variable. The four values Federal-gov, Local-gov, Self-emp-inc and Self-emp-not-inc lead to
similar histograms with a maximum for the 40 — 45 interval. The Private value gives a distinct
histogram with a maximum for the 20 — 25 interval and the Stat-gov value leads to an histogram
between theses two groups. The frequencies of the Never-worked and Without-pay values seems
too low to constitute significant groups.

An example of discretization/grouping is shown for this data set on Figure 4 with 3 groups and 7
age brackets. Let us now formalize this approach using the MODL approach to explain how optimal
Discretization/Grouping can be obtained.

Definition 4 A regression discretization/grouping model is defined by:
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Figure 4: Histograms of the age variable for three groups of the workclass factor

1. a number of intervals for the target variable and a number of groups for the predictor vari-
able;

2. a partition of the predictor variable in a finite number of groups;

3. for each predictor group, the repartition of the instances among the target intervals specified
by the instance counts locally to each predictor group.

Notations
N : the number of training instances
V : the number of predictor values
| : the number of predictor groups
J : the number of target intervals
1 (V) : the group index the v value belongs to
N;i. : the number of instances in the predictor group i
N j : the number of instances in the target interval j

Nij : the number of instances in the grid cell associated to predictor group i and the target
interval j.

A regression discretization/grouping model is then entirely characterized by the parameters
{l,J,{l(V)}lSiSV AN i 1<j<J}. The number of instances N.j can be deduced by adding the

Ni; for each predictor group.
We adopt the following uniform hierarchical prior for the parameters of regression discretiza-
tion/grouping models:

Definition 5 The prior for the parameters of a regression discretization/grouping model is chosen
hierarchically and uniformly at each level:
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1. the number of groups | is uniformly distributed between 1 and V,

2. the numbers of intervals J is independent from the number of groups, and uniformly dis-
tributed between 1 and N,

3. for a given number of groups I, every partition of the predictor values into I groups is
equiprobable,

4. for a given predictor group, every distribution of the instances on the target intervals is
equiprobable,

5. the distributions of the target intervals on each predictor group are independent from each
other,

6. for a given target interval, every distribution of the rank of the target values is equiprobable.

The definition of the regression discretization/grouping model space and its prior distribution leads
to the evaluation criterion given in Formula (3) for a discretization/grouping model M:

c(M)—|og(V)+Iog(N)+logB(V7'>+i_|Zl'°9< R >

I | AR : logN ;!
+) 1o ' + ) logN !,
2,19 RN Nt 2,1

where B(V, 1) is the number of ways to partition V values into | groups (possibly empty). For | =V,
B(V,1) corresponds to the Bell number. In general, B(V,l) can be written as a sum of Stirling
numbers of the second kind S(V,i) (number of ways to partition a set of V values into i nonempty
subsets) (see Abramowitz and Stegun, 1970):

3)

B(V,1) = _IZS(V, i).

This criterion can be deduced from the grouping criterion in classification (see Boullé, 2005) and
the 2D discretization criterion in regression presented in the previous section.

3. From 2D Partitioning to Rank Predictive Cumulative Distribution Estimate

In this section we expose how we can build a univariate estimator of the rank predictive density
from each 2D partition and how to obtain multivariate predictors under the naive Bayes assumption.

3.1 From Values to Normalized Training Ranks and Vice-Versa

As seen in the precedent section, the MODL partitions are defined only with the ranks of the training
instances and not with their values. Given Nt numerical training values DT = (y{,...,y\. ), the Ny
ranked values are noted y(Tl) yee ,y(TNT) once the training values have been sorted.

A partition of the Nt ranked instances defined by J numbers Ny, ..., N; such that Z]Ll Nj = Nt
is associated to a partition of the values as follows: we define J — 1 boundaries by, ...,b;_1 by bj =
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Figure 5: Value partition from the partition frequencies: for example, the upper bound of the first
interval containing N; instances is the mean of the last value of this interval and of the
first value of the second interval.
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w where B; = 5{_; N and the J value partition intervals are | — oo, by [, [by, 2], ..., [by_1, +eo],

For a numerical value, its rank interval index is equal to its value interval index. This value partition
from the partition frequencies is illustrated in Fig 5.

As presented in the introduction, ordinal regression aims at predicting an ordinal variable which
takes a finite number of ordered values, most of the time already known in advance. In our case, we
aim at giving a finer grain prediction by considering the set of the Nt possible ranks of a training data
set of size Nt. In order to manipulate normalized values in [0, 1], we consider the Nt elementary
equal-width rank intervals of [0, 1] denoted by Te, forn=1,... Nt and equal to Te; = [0, ﬁ [[Tex=
[Nl Tenr = [N, 1] These intervals are centered on the normalized ranks Rpr (y(,) =

ﬁ + N—”T of the training instances obtained by projection on [0, 1] of the rank of y(Tn) among DT.
This normalization is illustrated in Fig 6.
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Figure 6: From sorted values to normalized ranks: for example, the normalized rank related to the
first value y<T1) is Rpt (y(Tl)) = 5 + §-» Which is the center of the first elementary interval

Ter = [0, .

In practice, there may be equal values in DT. In this case, we affect the averaged rank to the
concerned instances. For a new value y unseen during training, we define its rank Rpr(y) as the
average of the normalized ranks of y(Tnl) and y(Tnz> such that y(Tnl) <y< y(Tnz). The integers n; and
nz may not be consecutive if one of them is associated with several equal values. In the rest of the
paper, we use either ranks or values depending on the context.
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We now detail how to build an estimate of the predictive cumulative distribution function of
the target standardized rank from a univariate MODL 2D discretization in a first section and from
multiple univariate partitionings in a second section.

3.2 Univariate Case

We illustrate the construction of the univariate estimator from the 2D partitioning on a synthetic
data set proposed during the recent predictive uncertainty in environmental modelling competition
(see Cawley et al., 2006). This data set, called synthetic, contains Nt = 384 training instances and
one numerical predictor. The scatter plot and the optimal MODL partition are presented in Figure 7.
The optimal MODL rank intervals are denoted P; fori=1,...,7 for predictorand Tj, j=1,...,5 for
the target. The first and the last rank intervals are of the form [0, k¢ /Ny [ and [k /Nt, 1] respectively
and the other intervals are of the form [k1/Nt, ko/Nt[. The value interval bounds xi,...,Xs and
y1,...,Ys are obtained by projecting the frequencies partition on the value partition as described in
3.1. For the predictor component x of a new instance whose rank range is Pi(x), the number of
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Figure 7: Scatter plot, 2D partitioning and numbers of the MODL grid for the synthetic data set.

examples in each grid cell give us an estimator of the probability that the target standardized rank

belongs to a given range Tj:

Nij

Putoa (Ror (¥) € Tj | Ror (x) € Pi(x)) = =
l.

Assuming that the conditional rank density is constant over each rank interval, the probabilities of
the elementary intervals Te, forn=1,..., Ny are given by:

N. .
Puoat (Ror (Y) € Ten | Ror () € R(X)) = ;\Jl - for j such that Te, C Tj. (4)
iNj

We obtain an estimate of the nth Nr-quantile n/Ny of the conditional cumulative distribution for
n=1,...,Nt by summing these elementary probabilities.

The MODL estimators are plotted for each of the seven rank predictor ranges on Figure 8 for the
synthetic data set. The marks on the x—axis correspond to the normalized target ranks of the bound-
aries training instances exhibited by the target partition: 52 ~0.19, 733 ~ 0.41, 2822 ~ 0,74
and W ~ 0.97 which correspond to the projection of the value bounds yi, Y2, y3 and ys
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Figure 8: MODL estimators of the conditional univariate standardized rank cumulative distribution
for the seven predictor rank ranges.

on the normalized ranks. The shape differences illustrate the seven distinct zones characterized by
the MODL optimal partition.

In the case of categorical predictors, the rank predictive cumulative distribution estimator can
be obtained in the same way by replacing the predictor intervals by predictor groups.

3.3 Multivariate Case

In the case of several predictors (K with K > 1), a first approach is to build an estimator under the
naive Bayesian assumption that the predictors are independent given the target. Let x = (x%,...,xK)
be the coordinates of a new instance in the predictors space and Pi‘;(x) the discretization interval
(or group of values) to which belongs each component xk and R'I‘DT (x) its rank. Under the naive
Bayesian assumption, the elementary probability can be written :

P (Ror (y) € Ten | (RLr (X),....REr (X)) € (PL(X),...,PK(x)))
K
OP(Rpr(y) € Tep) I!]P (R'E)T (x) € Pit(X)‘RDT (y) € Ten>

_ < P(Ror(¥) € TenlRlr () € PE())P(RI: (4) € PE(X)
=P (Ror(y) € Ten) I T T .

()

This last expression can be estimated with the instance numbers in the 2D grid cells. The first factor
P(Rpr (y) € Ten) can be estimated by the empirical probability 1/Nt. Each factor of the product can
be computed from the numbers of the 2D partitioning of the target and of the k™" predictor, denoted

(I, I, NI N )
NK.
P(Rpr () € Ten|REr (X) € PE(x)) = N"IT\JIT‘ according to (4).
ik -k
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k

P(R"T(x) € P-"(x)) = Ni and P(Rpt(y) € Te,) = 1
D 'k Nt P VNG

. Nk e
Each factor reduces to the fraction —% and the elementary probabilities in Formula 5 reduce to

NK,
k
& Mt l;l\,%:

However, the independence hypothesis assumed in the naive Bayes predictor is usually violated
for real data sets. In this case, estimates of the conditional probabilities are deteriorated as already
noticed in the work of Frank et al. (1998). For classification tasks, variable selection has been
employed to build selective naive Bayes classifiers. This procedure reduces the strong bias of the
naive independence assumption. The objective is to search among all the subsets of variables,
in order to find the best possible classifier, compliant with the naive Bayes assumption. Several
selection criteria have been tested, such as the accuracy criterion (see Langley and Sage, 1994), the
area under receiver operating characteristic (ROC) curve (see Provost et al., 1998) or the posterior
probability of the model given the data proposed in the work of Boullé (2007). In this last case, the
posterior probability is written as the sum of the prior probability of the model and of the likelihood
of the data given the model. The prior is chosen such that each specific small subset of variables
has a greater probability than each specific large subset of variables in order to favour small models.
For a given subset of variables, the likelihood is computed using the naive Bayes assumption.

We propose here to build selective naive Bayes rank predictors using a MAP approach as in
Boullé (2007). The extension to rank regression tasks is straightforward: the prior law remains
unchanged and, for a given subset of variables, the likelihood of the ranks of the instances are
computed assuming the naive Bayes assumption according to (5).

To summarize this section, we have exposed how the 2D partitionings give us estimators of
quantiles of the univariate or multivariate rank cdf. The choice of the estimated quantiles are given
by the univariate partitionings. Let us see, in the next section, on which criterion such probabilistic
rank models can be evaluated.

4. Performance Evaluation for Probabilistic Rank Regression

For deterministic predictive models, performance evaluation consists in evaluating the distance be-
tween the predicted class or value and the true class or value. Depending on the metric used, several
performance measures can be used such as the mean absolute error or the mean squared error.

For probabilistic predictive models, performance evaluation consists in comparing the true value
or class with an estimate of its conditional cumulative distribution function (cdf) or an estimate of
its conditional probability density function (pdf). It is measured through a score function which can
be negatively oriented (large values imply poor performance) or positively oriented (large values
imply high performance). A score function is said to be proper if its expectation is maximized (or
minimized) for the true predictive distribution. It is said strictly proper if this optimum is unique.

Among the strictly proper scoring functions, the two more commonly used are the logarithmic
and the quadratic scores (see Gneiting and Raftery, 2004). They take different forms depending on
the learning task. In the sequel, we first describe the quadratic and the logarithmic scores and their
use in classification and regression. We then present an interesting way to build the logarithmic
score function from ranks rather than from values.
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4.1 Performance Evaluation for Probabilistic Classification and Regression

The quadratic score is called the Brier score for binary classification (see Brier, 1950). For classifi-
cation with a finite number of ordered classes j = 1,...,J (ordinal regression), the discrete ranked
probability score, DRPS, has been proposed in the work of Epstein (1969):

Sores(P, (XY 1——; S(Y < j %) —Ly=j1 ()2

Its extension to the continuous case (metric regression) is the continuous ranked probability score,
CRPS (see Matheson and Winkler, 1976):

+00
Scres(P: (6y) = = [ (B(Y < u (%)~ Lz ()P
The crps is a bounded global score which manipulates the cumulative distribution function. Its
main disadvantage is that it is generally not a closed form. Nevertheless, a closed form has been de-
rived in the Gaussian case and in the case of ensemble prediction systems where the cdf is piecewise
constant (see Hershach, 2000).

The logarithmic score is commonly called the ignorance score for classification and has been
introduced in the work of Good (1952). For value regression it is called the negative log-likelihood
(NLL) or negative log predictive density (NLPD). It takes the negative logarithm of the posterior
class probabilities for classification and of the predictive density for regression:

Snipo (Bs (X,Y)) = —log(p(y[x)). (6)

The NLPD is a local score as it only depends on the predictive density on the example. It is clearly
negatively oriented.

Practically, for regression, this criterion requires the definition of the probability density func-
tion on any point. If the target distribution is described by a sample, its pdf is not defined. A
common choice to specify such predictive distribution is to describe the cdf by a set of N quantiles
of the form:

a*(n)=P(y < g*(n) |x) forn=1,...,N.

Moreover, assuming that the cdf is constant on each interval [g*(n);q*(n + 1)[, one obtains the
following expression for the logarithmic score:

a*(ny) — O‘X(nyl))’ @)

Swuao(IGP(n)). (xy)) = ~og (o~

where g*(ny — 1) <y < g*(ny) and p({g*(n)}) designs the estimator specified by the quantiles
{a"(n)}.

Such as defined in Equation (6), the NLPD presents the main drawback not to be minored: the
more the density is peaked around the sample values, the smaller the score values. It is not a
problem in classification as the posterior probabilities are bounded but, for regression, it encourages
dishonest predictions concentrated around some specific values, as noticed in recent challenges (see
Kohonen and Suomela, 2005). In order to achieve a fair evaluation, if the predictive density is
expressed as a set of quantiles as exposed before, a last resort is to impose a minimum width for
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scoring rule quadratic score logarithmic score
binary classification Brier score Ignorance score
ordinal regression DRPS
value regression CRPS NLPD

Table 1: Quadratic and logarithmic scores for performance evaluation of probabilistic predictive
models

the intervals [g*(n—1);g*(n)[. Anyway, such a score function contributes to confusing performance
prediction since arbitrary small values can be obtained fortunately.

The two scores mentioned above are presented in Table 1.

Let now study what happens if we compute the logarithmic score for the rank predictive density
rather than for the value predictive density.

4.2 A Robust Logarithmic Score Defined on the Rank Predictive Density

rank probabilistic estimator specified for any given x by the Nt estimated quantiles o*(n) for
n=1,...,Nt of the standardized rank cumulative distribution function:

a*(n) =P(Rpr(y) < NL|X) forn=1,...,Nr.
T

We can immediately see that this assumption is not restrictive: knowing the values associated to the
ranks, each value estimator gives us an estimator of the cdf on the Nt target normalized ranks of the
training data set. If we denote by y ;) the nt" target value of D1, we have :

_|_
Y(n) 2y(n+1) ). (8)

By appropriate integration of the cdf, each value estimator specified by N given quantiles gives us
the Nt quantiles estimates defined in (8).

Let us come back to the evaluation of such a rank probabilistic estimator with the logarith-
mic score function. It consists in comparing it with the standardized insertion rank Rpr(y) of the
true value y among the training data set DT. We propose to estimate the predictive density on the
insertion rank by the ratio:

P(Rpr(y) € Ten, | x)
1/Nt ’

P(Ror(Y)Ix) =

where Tey, is the elementary interval to which the insertion rank Rpr (y) belongs.
This approximation enables us to define the Negative Log Rank Predictive Density as follows:

Definition 6 Let a training data set set DT = (x1,y} )n=1._ny and o*(n) for n =1,... Nt some
estimates of the Nt quantiles of the standardized rank cumulative distribution function:

aX(n) = P(Rpr (y) < NLT]X) forn=1,...,Nr.
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Rank predictive distribution specification: Let DT = (xT,yl)n=1. n; be a training data
set with Y a numerical target and X = (X1,...,X¥) K numerical or categorical predictors.
For any given x, the rank predictive distribution is specified by the Nt quantiles of the
rank cdf:

a*(n) = P(Rpr(y) < NL |x)forn=1,...,Nr.
T

Rank predictive distribution evaluation: Let DV = (x/,y¥ )n-1...n, be a validation data
set. Compute the logarithmic score of the rank predictive distribution on data set DV as

1 W o) — X (ny—1)
NLRPD=—-—S lo y y =
an; g 1/Nt

where Rpr (yy), the standardized insertion rank of the true value yY among the training
data set DT, is included in the elementary interval Teny.

Table 2: Summary of the proposed approach for probabilistic standardized rank regression and its
evaluation.

The score function for the negative log rank predictive density is then defined by:

~

Snereo (B(NT), (X,Y)) = — log P(Rpr (){)/ETTeny | X) .

= —log(a*(ny) — o*(ny — 1)) — log(Nr),

where P(N7) is the rank predictive density estimator specified by the quantiles {%}. We now
present two interesting properties of the NLRPD.

Theorem 7 In absence of predictive information the NLRPD is equal to zero.

Without any predictive information, the probability that the insertion rank of a new instance belongs
toa given interval is simply equal to 1/Nt. By construction, we have then for the uniform predictor
pumf(NT):

Snirep (P (NT), (x,y)) = —log1 = 0.

O
Moreover, unlike the NLPD score, this score function on ranks has the great advantage to be
minored as it is precised in the following property:

Theorem 8 Given a training data set set DT of size Ny, the NLRPD score function is minored by
—log(Nr).

This bound is directly obtained by considering that the difference a*(ny) — a*(ny — 1) belongs to
10;1].0

By construction, the proposed NLRPD score is then bounded. However, it depends on the
training data set through its size. We will see in next section its relative insensitivity to this size.

2744



PROBABILISTIC RANK REGRESSION WITH BAYESIAN PARTITIONING

Let us now examine the link between the score function on ranks and the score function on
values. Using the expression (7) with the Nt — 1 quantiles by = Y02 b, — Ya¥a -y —
w, we obtain the relation :

Snirep (P(NT), (X,Y)) = Snipo (B({bn, }), (x,¥)) —l0g(Nt) —log(bn, —bn,—1).

As precised at the beginning of the section, the NLRPD score function can be used by converting
any value predictive density estimator to rank predictive density estimator specified or using the
above relation between NLRPD and NLPD score functions.

The framework of our approach is summarized in Table 2.

5. Experimental Evaluation

We first present experiments about the criteria proposed in the precedent section. Then, we focus
on the quality of the 2D-partitioning with experiments on synthetic data. We finish by experiments
with the univariate and multivariate predictors presented on five real data sets.

5.1 Experiments on the NLRPD

We focus here on the properties of the proposed criterion, the NLRPD. We consider the data gener-
ated according to the following heteroscedastic model (used for the synthetic data set of the predic-
tive uncertainty in environmental modeling competition):

Xn ~ Ulon

NE ( () sin(%) 1o+ 3 (1-sin (¥))?)
This data set has been used in Section 3 to describe the building of the rank conditional densities.
Knowing the true cdf of the synthetic data set, we can compute the true NLRPD by using the true
probabilities instead of their estimates in (9).

The contentious aspect of the NLRPD is that it depends on the training data set size. The
objective of this experiment is then to study the sensitivity of the NLRPD with respect to the training
size in a first time and to the validation data set size in a second time. For that, we have generated
m = 100 training data sets of size Nt = 2" forn=1,...,12. The true NLRPD has been computed
given each of the mx 12 training quantile vectors for a test data set of size Ny = 1000 and another
one of size Ny = 10000. The mean NLRPD over the m training data sets is plotted versus the
training data set size Nt on left of Figure 9 for Ny = 1000 and on right for Ny = 10000.

First, this plot shows a threshold around a training data set size of Nt = 100 instances. Below
this threshold, the true NLRPD decreases when the training set size increases. Above this threshold,
the optimal NLRPD seems insensitive to the training set size. Secondly, we can notice that both
curves for Ny = 1000 and Ny = 10000 are very similar. This allows us to think the NLRPD is not
very sensitive to the test data set size. To confirm this fact, we have fixed a training data set of size
384 and we have computed the true NLRPD for m = 100 test data sets of size Ny = 1024. The
standard-deviation obtained is around 3%. Our criterion looks robust with respect to the training
and validation data set size.

5.2 Experiments on the 2D-Partitioning

In this section, we focus on the quality of the 2D-partitioning with three experiments.
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Figure 9: Mean NLRPD over m = 100 training data sets of size Nt =2", n=1,...,12 and for a
validation data set of size Ny = 1000 on the left and Ny = 10000 on the right.

A strong point of the MODL approach is that it does not presuppose the existence of a relation
between the predictor and the target variables. In the case of numerical predictors, the absence of
relevant information should conduct to elementary 2D-partitions consisting of one single cell. To
check the guality of the MODL 2D discretizations, we test it on several noise pattern data sets: we
generate 10° training data sets of size equal to 2" forn =2, ..., 10, for which the predictor and target
variables are generated independently according to a uniform law in [0, 1]. As the predictor variable
contains in fact no relevant information to predict the target variable, we expect that the number of
predictor intervals | and of target intervals J would be equal to one. Mean target interval number
versus the data set size is plotted in Figure 10. For the two smallest sizes 4 and 8, the number of
target intervals is always equal to one as there are not enough instances to constitute any pattern.
For larger sample sizes, the number of intervals is sometimes equal to two with an exponential
decreasing frequency after a peakly increasing for sizes 16 and 32. In the worst case for Ny = 32,
some predictive information is wrongly detected in 0.8% of the realizations and it falls to 0.2% for
Nt = 128 and 0.006% for Nt = 1024. The absence of predictive information is then almost always
detected.

Secondly we test the capacity of our method to detect predictive information contained in a
noisy XOR pattern. A XOR pattern is obtained by generating a predictor variable uniformly in [0, 1]
and the target variable uniformly in [0,0.5] if the predictor variable is less than 0.5 and uniformly in
[0.5,1] otherwise. In this case, the expected partition is the one with | = J = 2 intervals which splits
the predictor and the target variable on 0.5. Some noise instances generated as in the previous noise
pattern are added to constitute what we call a noisy XOR pattern. We can study the robustness of
the discretization to noise. In Figure 11, the mean number of target intervals on 100 samples are
plotted versus the data set size for noise rates varying from 0 to 1 by 0.2.

Each curve shows a sharp threshold above which the pattern is correctly detected. First, a XOR
pattern without noise is correctly detected from Nt = 16. The resultat is similar for low noise rate
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Figure 10: Mean target and predictor interval numbers for 100000 noise pattern data sets of size 4
to 1024
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Figure 11: Mean target interval number for 100 noisy XOR pattern data sets of size 4 to 5096 for
noise rate = 0,0.2,0.4,0.6,0.8, 1.

equal to 0.2. This threshold increases with the noise rate and reachs respectively 128, 256 and 1024
for a rate equal to 0.4, 0.6 and 0.8. Our discretization is then robust to noise rate.

2747



HUE AND BOULLE

Q Q0 o
o It b o
i Oo Qn o
- 2 ° o eo®° ©m£@ép o
b8 o 7 |® o,
OBJ @ O \(é}g}
0 @® o
IS o‘;@@ & oo
©
&% 8
o o
> o é;Oo é}o
o
o
%o o
)
a %§§ 880
! o S % 9
%‘(7%( A )
> o
0o 3o o R %i?
° 0 PagS, (000 ;0@ I
— (@%@o O@ o 2° o
1 @o%&% @®
T T T T
-1.0 -0.5 0.0 0.5 1.0

Figure 12: Optimal MODL 2D-partition for data on a noisy circle.

Thirdly, we test the capacity of our method to detect multimodality. For that we generate 300
instances on a noisy circle as showed in Figure 12. The density of y conditionally to x is bimodal for
most values of x. As there is no assumption in the MODL approach about the form of the conditional
distribution, the 2D-partitioning can produce multimodal conditional densities. For the noisy circle
data set, the optimal MODL 2D-partition plotted in Figure 12 clearly shows the two modes of the
law.

5.3 Experiments on Real Data Sets

In this section, we test the estimators proposed in Section 3 on real data . We have chosen the
following five regression data sets, detailed in Table 3:

e SO2, precip and temp, available from the predictive uncertainty competition website
(http://theoval.cmp.uea.ac.uk/competition/).

e Adult and housing (Boston), available from the UCI machine learning repository
(http://www.ics.uci.edu/ mlearn/MLSummary.html);

Data Set SO2 Precip Temp Adult Housing
Numerical predictors 27 106 106 6 13
Categorical predictors 0 0 0 7 0
Number of patterns 22956 10546 10675 48842 506

Table 3: Summary of the dimensions of five data sets chosen to evaluate the probabilistic rank
predictive density estimators.

For each data set, we have performed a five-fold cross validation for the three following estimators:
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SO2 Level I J | Precip Level I J| Temp Level I
V7  0.01467 9 71V3 0.01986 5 6| V102 0.1234 13 14
V25 0.00993 7 6 | V35 0.01858 5 6 | V104 0.1095 12 13
V27 0.009658 7 7| V4 0.01823 5 6| V101 0.1069 13 12
V2 0.009483 6 28 | V8l 0.01729 4 6 | V103 0.1039 12 13
V26 0.008302 6 7| V69 0.01716 4 7 |V100 0.06891 9 12
V1 0.003991 5 127 | V36 0.01674 4 7 |V98 0.06288 9 10
V1l 0.001366 5 51| Vv82 0.01653 4 6 | V106 0.05691 8 8
V8  0.0009511 3 4 | V70 0.01633 4 6 |V99 005614 8 9
V12 0.0008027 4 3| V57 0.01632 4 6 |V97 0.05566 9 10
V18 0.0007759 3 4 | V45 0.01629 4 6 | V6 003347 7 7
Adult Level I J | Housing Level I J
marital-status 0.0244 11 6 | LSTAT 00945 5 5
relationship 0.01936 12 5| RM 0.06378 5 5
hours-per-week 0.009682 10 6 | NOX 0.04466 5 5
education 0.009164 10 9 | INDUS 0.04350 3 5
education-num  0.009016 9 9| PTRATIO 0.03779 5 4
class 0.006555 10 2 | CRIM 0.03451 4 5
occupation 0.003556 7 7| TAX 0.03352 4 5
workclass 0.002672 6 5| AGE 0.03208 4 3
capital-gain 0.002257 4 18 | DIS 0.02929 5 3
sex 0.0007349 3 2| RAD 0.01977 3 2

Table 4: Compression gains (levels) and size (1,J) of the 2D partitions for the ten most informative
variables of the 1-fold of the five data sets.

e the univariate estimator built with the most MODL informative variable;

e the multivariate estimator built under the naive Bayes assumption with all the predictor vari-
ables (NB);

o the multivariate estimator built under the naive Bayes assumption with the best selected subset
of predictor variables (SNB).

For each fold, the estimators are built from the optimal MODL 2D-discretizations for each couple
(predictor,target). The compression gain (or level) defined in (2) enables us to rank the predic-
tors. For illustration, Table 4 presents the level and the size (I,J) of the 2D partitions for the best
predictors, for the first training set of each data set.

Each estimator is evaluated with the NLRPD criteria proposed in the previous section. Table 5
presents the mean and standard-deviation of the NLRPD for each data set and each estimator.

First, we can see the poor performance of the naive Bayes estimator which exploits all the uni-
variate predictors: for all data sets except for the adult data set, the NLRPD for the NB estimator
is positive that is to say it performs not as good as the predictor built without any predictive infor-
mation. This phenomenon is due to the violation of the naive Bayes assumption. For example, in
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Univariate SNB NB
S0O2 -0.136 +/- 0.003  -0.162 +/- 0.0076 0.24 +/- 0.036
Precip -0.165 +/- 0.005 -0.220 +/-0.023 9.0 +/-1.36
Temp -1.018 +/- 0.012  -1.046 +/- 0.0173 5.46 +/- 0.99
Adult -0.237+/- 0.0048 -0.378+/- 0.03 -0.287 +/- 0.029
Housing -0.393+/-0.128  -0.26 +/- 0.26 0.849+/- 0.49

Table 5: Mean and standard-deviation of the NLRPD for the 3 predictors and the five real data sets.

the case of the temp data set, Figure 13 presents the scatter plot of the two most informative vari-
ables. The very high linear correlation clearly deteriorates the naive Bayes predictor based on these
variables.

V104

Figure 13: Scatter plot of the two most informative variables for the temp data set.

The second point from these results is the relative good performance of the univariate predictor.
For the SO2, precip and temp data sets, it performs nearly as well as the SNB, which selects around
five predictors, even if the NLRPD mean for the SNB is significantly lower than for the univariate
predictor according to a Student’s t-test. These three data sets seem a bit specific in the sense that
the most informative variable contains a lot of the predictive information. The good 2D partitioning
quality enables to build a very performant univariate predictor. For the adult data set, the SNB,
which selects around 9 predictors, performs better than the NB which performs better than the
Univariate predictor. The predictive information is shared by several variables and the selection
procedure enables to eliminate redundant predictors like education and education-num, or marital-
status and relationship. For the housing data set, the univariate predictor performs as well as the
SNB which selects around five predictors. The variance of the results is important which certainly
explains that the equality hypothesis of the means is not rejected according to a Student t-test. It

2750



PROBABILISTIC RANK REGRESSION WITH BAYESIAN PARTITIONING

NLPD on test set S0O2 Precip Temp
Organizer’s method 4.25 (1st)  -0.509 (1st) 0.053 (2nd)
Best submitted method  4.37 (3th) -0.279 (3th)  0.034 (1st)

MODL SNB 4.31(2nd) -0.437 (2nd) 0.259 (8th)
MODL Univariate 4.33 (2nd) -0.361 (2nd) 0.284 (8th)
Reference method 4.5 (4th)  -0.177 (4th) 1.30 (9th)

Table 6: NLPD values for each test data set for the univariate estimator using the best MODL
predictor (MODL univariate), the selective naive Bayes predictor (MODL SNB), the best
method in competition, the organizer’s submission and the reference method. The ranking
of each method is between brackets after each NLPD value.

may seem surprising that the univariate sometimes performs better than the SNB. The reason may
be that the selection procedure in the SNB assumes that the univariate predictors are perfect and
focuses on the choice of the number of variables. In other words, the uncertainty of the univariate
predictive model is not taken into account at this stage. It also suggests that the SNB predictor
could be improved. Contrary to the classification case, the target partition is different for each
predictor considered. This aspect could be taken into account in the selection of the predictors.
Model averaging could also improve our multivariate predictors.

The objective of our last experiment is to compare our approach with other regression methods.
To our knowledge, there is no alternative rank regression method available in the literature. We
therefore compare it to value predictive density estimators. Such estimators being still an active
subject of research, we decide to compare our approach to the methods proposed very recently
in the predictive uncertainty in environmental modelling competition organized in 2006 by Gavin
Cawley. Since these methods are hard to re-implement and tune, we project our rank estimator to a
value estimator and we compare them with the NLPD criteria. Knowing the values associated to the
ranks, each rank estimator gives us an estimator of the cdf on the Nyt target values of the training
data set using (8). To compute the predictive pdf on any point from the conditional quantiles, we
adopt the same assumptions as those used in the challenge, that is that the pdf is assumed uniform
between two successive values and that the distribution tails are exponential.*

As our approach is implicitly regularized and needs no tuning parameter, we use the training and
validation data sets to compute the optimal 2D partitionings. Given the poor performance of the NB
in the previous experiments, we only train the univariate and the SNB predictors. Table 6 indicates
the NLPD on the test data set for these two MODL estimators, the best method in competition
and the reference method which computes the empirical estimator of the marginal law p(y). For
the three data sets, the MODL estimators are better than the reference method, that is far from
being the case for all submitted methods. Secondly, we observe good performance for the MODL
estimators, in particular for the SO2 and Precip data sets where the SNB estimator is at the front
after the organizer’s method. The good performance of the univariate predictor demonstrates the
2D partitioning quality despite the use of the ranks and not of the values for this step. Moreover, the
SNB estimator is always better than the univariate estimator. This proves the presence of additional
information and the interest of the selection procedure.

1. For that we affect an € = 1/2N probability mass at each tail.
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6. Conclusion

We have first proposed a non parametric Bayesian approach for the estimation of the conditional
distribution of the normalized rank of a numerical target. Our approach is based on an optimal
2D partitioning of each couple (target, predictor). These partitionings are used to build univariate
estimators and multivariate ones under the naive Bayesian assumption of predictors conditional
independence, with and without variable selection.

Our approach is applicable for all regression problems with categorical or numerical predictors.
It is particularly interesting for those with a high number of predictors as it automatically detects
the variables which contain predictive information. As the criteria selection is regularized by the
presence of a prior and a posterior term, it does not suffer from overfitting.

Secondly we have proposed a new criterion to evaluate a probabilistic estimator of the rank
predictive density. It uses the logarithmic score and presents the main advantage to be minored
contrary to the logarithmic score computed for probabilistic estimators of the target value. As a
value estimator can be projected on a rank estimator, this criterion provides a reliable evaluation
criterion for all probabilistic regression estimators on values or on ranks.

Experiments on synthetic data sets show the validity of the proposed evaluation criterion and
the quality of the 2D partitioning. Experiments on real data sets show the failure of the naive Bayes
but the potential of the selective naive Bayes estimator. A comparison with methods proposed in
a recent challenge dedicated to probabilistic metric regression methods evaluates the competitivity
of our approach after the projection of our rank estimators on the value range. The very good
performance of our best univariate and selective naive Bayes estimators encourages us to work in
the future to improve the SNB approach and to evaluate the potential benefit of model averaging.
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